RLEE

Abstract

2D/3D object detection and pose estimation is one of the essential techniques of computer vision and is critical
for various real applications such as factory automation (FA) and autonomous driving. The object detection and pose
estimation is classified into broad two categories, one is general object (class) detection and pose estimation and
another is specific object (instance) detection and pose estimation. The target of this thesis is specific object detection
and pose estimation which is mainly used in FA applications such as visual inspections and robotic manipulations.

Three kinds of algorithms for specific object detection and pose estimation are required to cover various
applications. The first is 2D object detection and pose estimation of planar objects on conveyors and tabletops.
The pose of the object is constrained by planes and the algorithm estimates 4 parameters (X/Y translations, in-
plane rotations and scales) from a monocular image. The second is 3D object detection and pose estimation from
a monocular image. This estimates rough 3D position and pose (6 parameters — X/Y/Z translations and rotations)
mainly for visualization in AR/MR applications where a small and fast monocular camera is preferred. The third
is 3D object detection and pose estimation from 3D point clouds captured by a 3D (range) sensor. This estimates
precise 3D object position and pose (6 parameters) mainly for robotic manipulations.

The algorithms for specific object (instance) detection and pose estimation are further categorized into three
kinds of approaches, a global descriptor (template matching) based approach, a local descriptor based approach
and a learning based approach. The global descriptor based approach can handle any kinds of objects and is robust
against background clutters, but it is fragile to occlusions and transformations. The local descriptor based approach
is robust against occlusions and transformations, but can only be applied to the objects where rich features (textures
and shapes) are extracted. The learning based approach is superior to the former two approaches in performance, but
this requires large training dataset for each object and scene. The target of this thesis is a research on the practical
algorithms which can be applied to real FA applications. In these applications, many of the target objects are rigid,
occluded objects are not inspected or grasped, and it is almost impossible for customers to collect large dataset for
each object and scene. For these reasons, the global descriptor (template matching) based approach is employed in
this thesis.

Proposed Algorithm 1: It has been shown that the template matching based on discretized gradient orientations
could handle texture-less objects. Though the matching conditions based both on gradient positions and orientations
are strict and robust against background clutters, the similarity scores decrease largely even when the appearance of
target object is slightly changed. To tackle this problem, we propose COF (Cumulative Orientation Feature) which
is robust to appearance changes induced by object pose changes and at the same time is enough discriminative to
detect target objects against cluttered backgrounds. At first, many images are generated based on 2D geometric
transformations of a model image using randomized parameters for X/Y translations, rotation angles and scales. Then
orientation histograms are calculated at each pixel and pixel-wise dominant orientations are extracted as features.
Our proposed method was evaluated on publicly available dataset and achieved higher detection rate and faster speed
compared to state of the art.

Proposed Algorithm 2: The 3D object detection and pose estimation based on the template based approach tends to

be slower when the number of templates amounts to tens of thousands for handling a wider range of 3D object pose.
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To alleviate this problem, we propose a novel image feature and a tree-structured model. Our proposed perspectively
COF (PCOF) is developed from COF and extracted from randomly generated 2D projection images from a 3D CAD,
and the template based on PCOF explicitly handle a certain range of 3D object pose. The hierarchical pose trees
(HPT) is built by clustering 3D object pose and reducing the resolutions of templates, and HPT accelerates 6D pose
estimation based on a coarse-to-fine strategy with an image pyramid. In the experimental evaluation on our texture-
less object dataset, the combination of PCOF and HPT showed higher accuracy and faster speed in comparison with
state-of-the-art techniques.

Proposed Algorithm 3: We propose PCOF-MOD (multimodal PCOF), balanced pose tree (BPT) and optimum
memory rearrangement for a coarse-to-fine search in order to make the template based 3D object detection and pose
estimation from a RGB-D image faster. Firstly, PCOF-MOD is developed from PCOF by adding the discretized
orientations of surface normals. As with PCOF, the model templates of PCOF-MOD explicitly handle a certain range
of 3D object pose and the fewer number of templates can cover wider range of 3D object pose. Secondly, a large
number of templates are organized into a coarse-to-fine 3D pose tree (BPT) in order to accelerate 6D pose estimation.
Predefined polyhedra for viewpoint sampling are prepared for each level of an image pyramid and 3D object pose
trees are built so that the number of child nodes of every parent node are almost equal in each pyramid level. Lastly,
two kinds of binary features at the lower pyramid levels are rearranged so that nearby features are linearly aligned
on a memory and these vectorized features are processed at one time using SIMD instructions. In the experimental
evaluation of 6D object pose estimation on publicly available tabletop and our own bin picking dataset, our template
based method showed higher accuracy and faster speed in comparison with the existing techniques including recent

CNN based methods.
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